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Optimum Receiver and Digital Binary Transmission 

In binary data transmission over a communication channel, logic 1 is represented by a 

signal 𝑠1(𝑡) and logic 0 by a signal 𝑠2(𝑡). The time allocated for each signal is the 

symbol duration 𝜏, where 𝜏 is related to the data rate by 𝑟𝑏 = 1/𝜏. We have two types of 

data transmission: 

Baseband Data Transmission: Binary data transmission by means of two baseband 

waveforms (typically, two voltage levels) is referred to as baseband signaling. The 

spectrum of the transmitted signal occupies the low part of the frequency band (around 

the zero frequency). No high frequency carrier is used in this mode of transmission. 

Bandpass Data Transmission: The baseband data modulates a high frequency carrier to 

produce a modulated signal, whose spectrum is centered around the carrier frequency. 

Assumptions: 

 The channel noise 𝑛(𝑡) is additive white Gaussian (AWGN) with a double-sided 

PSD of 𝑁0/2. Noise is assumed to be added at the front end of the receiver. 

 The data component at the front end of the receiver is assumed to be an exact 

replica of the transmitted signal, in the sense that the transmission bandwidth of 

the medium is wide enough to reproduce the signal without distortion. 

 Bits in different time intervals are assumed independent. 

 The signal to be processed by the receiver is the noisy signal 𝒚(𝒕) = 𝒔𝒊(𝒕) + 𝒏(𝒕) 

 

Based on 𝒚(𝒕), the task of the receiver is to decide whether a 1 or a 0 was 

transmitted during each transmission slot 𝝉 with minimum probability of error. 
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Digital Communication Block Diagram 
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Three Questions: 

 What are the sources of signal corruption? 

 How to recover the transmitted data (i.e., to obtain the bit sequence 𝑏�̂�)? 

 How to evaluate the receiver performance? 

Sources of Signal Corruption 

 Thermal Noise: caused by the random motion of electrons within electronic 

devices 

 Communication Channel: The finite bandwidth of the channel introduces some 

amount of amplitude distortion, which can be minimized, by increasing the 

allocated bandwidth. The effect of finite channel bandwidth introduces a type of 

noise (distortion) called inter-symbol interference (ISI). Here, we confine our 

discussion to channels with large bandwidth. ISI will be addressed in a later 

chapter. 

The following figure illustrates the effect of the two types of noise on the received 

signal. 
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Thermal Noise: 

 Thermal noise, 𝑛(𝑡), is modeled as a wise sense stationary (WSS) Gaussian 

random process. 

 The thermal noise has a power spectrum that is constant from dc to approximately 

1012 Hz; hence, n(t) can be approximately regarded as a white process. 

 Thermal noise is superimposed (added) on the transmitted signal. The received 

signal is 𝑦(𝑡) = 𝑠(𝑡) + 𝑛(𝑡).  

 The mean value of the thermal noise 𝑛(𝑡) is zero. 

 At any given time 𝑡0 the probability density function of 𝑛(𝑡0) follows the 

Gaussian distribution; 𝑁(0, 𝜎0
2 ); where 𝜎0

2 = 𝐸(𝑛(𝑡))2 is the noise power. 

𝑓𝑛(𝑛) =
1

√2𝜋𝜎0

𝑒−𝑛2

2⁄ 𝜎0
2 

In the following analysis, we will refer to thermal noise as additive white Gaussian 

Noise (AWGN), because it is modeled as a white Gaussian WSS process, which is added 

to the signal. 
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Basic Elements of the Receiver: 

To decide on whether logic 1 or logic 0 was transmitted during a given time slot 𝜏, the 

received signal (transmitted signal and noise) passes through three basic units. 

Filter: The optimum filter, which we will also call the matched filter. 

Sampler: Samples the received signal (data component plus noise) at some time 𝑡 =

𝑡0 = 𝜏 = 𝑠𝑦𝑚𝑏𝑜𝑙 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛. 

Threshold comparator: If the sampled value is larger than a given threshold, 𝜆, digit 1 is 

declared true, otherwise digit 0 is declared true. 

There are three design elements at the receiver 

a. The impulse response ℎ(𝑡) of the filter 

b. The sampling time 𝑡0  

c. The threshold 𝜆  

These parameters should be chosen so as to minimize the average probability of error (or 

bit error rate BER), defined as 

𝑃𝑏 = 𝑃(𝑏𝑖 ≠ 𝑏�̂�) 
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Theorem on the Optimum Binary Receiver 

Consider a binary communication system, corrupted by AWGN with power spectral 

density 𝑁0/2, where the equally probable binary digits 1 and 0 are represented by the 

signals 𝑠1(𝑡) and 𝑠2(𝑡), respectively. The transmission time for each signal is 𝜏 sec. The 

optimum receiver elements, i.e., the elements that minimize the receiver probability of 

error are given by 

Impulse response of the matched filter: 𝒉(𝒕) = 𝒔𝟏(𝝉 − 𝒕) − 𝒔𝟐(𝝉 − 𝒕), 0 ≤ 𝑡 ≤ 𝜏 

Optimum sampling time: 𝒕𝒔 = 𝝉 

Optimum threshold of comparator: 𝝀∗ =
𝟏

𝟐
(𝑬𝟏 − 𝑬𝟐), 𝐸𝑘 = ∫ (𝑠𝑘(𝑡))2𝑑𝑡

𝜏

0
, 𝑘 = 1,2 

When these elements are used, the system minimum probability of error is 

𝑷𝒃
∗ = 𝑸 (√

∫ (𝒔𝟏(𝒕) − 𝒔𝟐(𝒕))𝟐𝒅𝒕
𝝉

𝟎

𝟐𝑵𝟎

) 

The structure of the optimum receiver is depicted in the figure below. Note that the 

receiver can be implemented in terms of the matched filter and, equivalently, in terms of 

a correlator (a multiplier followed by an integrator). 
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The Q-Function 

 

The Matched Filter 

Example 1: The figure below shows the steps involved in obtaining the matched filter for 

the given signal waveform  𝒔(𝒕) = 𝒔𝟏(𝒕) − 𝒔𝟐(𝒕) 

 

Example 2: The next figure shows a signaling scheme where 𝑠2(𝑡) = −𝑠1(𝑡). The 

impulse response of the matched filter is  ℎ(𝑡) = 𝑠1(𝑇 − 𝑡) − 𝑠2(𝑇 − 𝑡). The figure 

shows the filter output when  𝑠1(𝑡) is applied to the filter. Note that the output attains its 

maximum value at time t=T, which is the sampling time chosen to maximize the output 

SNR. 
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Next, we prove the theorem. 
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The Optimum (Matched) Filter: 

In this section, we will derive the impulse response of the optimum filter, specify the 

optimum values of the threshold  , and the sampling time 𝑡0 that minimize the average 

probability of error of the system. These three parameters appear in the following block 

diagram. 

 

The transmitted signal is: 

 

 

The received signal is: 

 

where noise has been added to the transmitted signal. The received signal plus noise 

𝑦(𝑡) = 𝑠(𝑡) + 𝑛(𝑡) passes through a filter with an impulse response ℎ(𝑡). Its output, 

𝑧(𝑡), is the convolution of ℎ(𝑡) with 𝑦(𝑡). 

 

where, 



Fall 2018-2019   Optimum Receivers and Digital Binary Transmission  ENEE 339 

Dr. Wael Hashlamoun-Birzeit University 
 

 

 

are the signal and noise components at the filter output, respectively. The filter output, 

sampled at time 𝑡0 is 

 

The sampled output 𝑧(𝑡0) is a random variable and is no more a function of time. The 

probability density function (pdf) of 𝑧(𝑡0) will be derived next. 

 

Receiver Average Probability of Error 

First, we note that 𝑛(𝑡0) is a Gaussian random variable with 

mean: 𝐸(𝑛(𝑡0)) = ∫ 𝐸(𝑛(𝑡))ℎ(𝑡0 − 𝑥)𝑑𝑥
𝑡0

0
=0, since 𝐸(𝑛(𝑡)) = 0. 

variance: 𝜎0
2 = 𝐸(𝑛(𝑡0)2) =

𝑁0

2
∫ |𝐻(𝑓)|2𝑑𝑓

∞

−∞
=

𝑁0

2
∫ |ℎ(𝑡0 − 𝑡)|2𝑑𝑡

𝑡0

0
;  

The last step follows from Parseval’s power theorem. 

Hence, 𝑛(𝑡0) follows the Gaussian distribution, i.e.,  𝒏(𝒕𝟎) ∼ 𝑵(𝟎, 𝝈𝟎
𝟐).  

Remark: In ENEE 2307, we came across the following theorem related to the 

transformation of random variables: 

Theorem: If X is a Gaussian random variable with mean 𝜇𝑋 and variance 𝜎𝑋
2, and Y is 

another random variable related linearly to X by 𝑌 = 𝑎𝑋 + 𝑏, then Y is Gaussian with 

mean 𝜇𝑌 = 𝑎𝜇𝑋 + 𝑏 and variance 𝜎𝑌
2 = 𝑎2𝜎𝑋

2. 

Based on the above theorem, 𝑧(𝑡0) follows the Gaussian distribution with the following 

conditional pdf’s (depending on the transmitted bit 𝑏𝑖 = 1 or 𝑏𝑖 = 0) 
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These pdf’s are depicted in this figure 

 

The average probability of error is the sum of the two shaded areas in the figure. To help 

you understand that, we recall the Theorem of Total Probability, considered in ENEE 

2307. 

Theorem of Total Probability 

Let A1, A2, …, An be a set of events defined over (S) such that: 

S = A1 U A2 U… U An  ;  Ai ∩ Aj = Ø   for i ≠ j,   and P(Ai) > 0   for i = 1, 2, 3, … n. 

For any event (B) defined on (S), 

P(B) = P(A1) P(B/A1) + P(A2) P(B/A2) + …… + P(An) P(B/An) 
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 Making use of the theorem of total probability, the probability of error is calculated as: 

 

 

 

 

 

where, 𝑄(𝑥) is the complementary Gaussian distribution function defined as: 

𝑄(𝑥) = ∫
1

√2𝜋
𝑒−𝑢2

2⁄
∞

𝑥

𝑑𝑢 

The 𝑄(𝑥) function, plotted below, is a monotonically decreasing function in 𝑥, for 𝑥 ≥ 0. 

The Q function is minimized when the argument x is maximized. The results to be 

derived next on the minimization of the probability of error are based on this observation. 

 



Fall 2018-2019   Optimum Receivers and Digital Binary Transmission  ENEE 339 

Dr. Wael Hashlamoun-Birzeit University 
 

The average probability of error, 𝑃𝑏 is a function of three variables, the threshold 𝜆, the 

sampling time 𝑡0, and the filter impulse response ℎ(𝑡). We will deal with each variable 

one by one. 

First, 𝑃𝑏 is minimized by selecting a 𝜆 that minimizes the sum of the two shaded areas in 

the following figure: 

 

The optimum value of 𝜆 (for equally probable symbols) is: 

 

With this choice of 𝜆, 𝑃𝑏 becomes 

 

𝑃𝑏
∗ = 𝑄 (

𝑠𝑜,1(𝑡0) − 𝑠𝑜,2(𝑡0)

2√𝜎0
2 

) 
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Where, 

 

 

Next, 𝑃𝑏 is minimized when the argument of the Q function is maximized, which by 

means of Schwartz’s inequality is achieved when the sampling time is 𝑡0 = 𝜏 and  

 

 

ℎ(𝑡), as obtained above, is called the optimum or matched filter, since its shape is derived 

(matched) from the shapes of the transmitted signals.  

The output of the matched filter at the sampling time may be obtained directly through 

the convolution integral 
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Or, equivalently, through correlation. Here, the incoming signal is multiplied by (𝑠1(𝑡) −

𝑠2(𝑡)) and then integrated over the symbol period (0, 𝜏). The output of the configurations 

is equal only at 𝑡 = 𝜏. 

 

The following figure summarizes the above operations and results 

 

Finally, the BER of the optimal binary detector is: 

 

𝑷𝒃
∗ = 𝑸 (√

∫ (𝒔𝟏(𝒕) − 𝒔𝟐(𝒕))𝟐𝒅𝒕
𝝉

𝟎

𝟐𝑵𝟎

) 
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The integration on the RHS, can be expanded as 

∫ (𝑠1(𝑡) − 𝑠2(𝑡))2𝑑𝑡
𝜏

0
 = ∫ (𝑠1(𝑡))2𝑑𝑡

𝜏

0
+ ∫ (𝑠2(𝑡))2𝑑𝑡

𝜏

0
 -2 ∫ 𝑠1(𝑡)𝑠2(𝑡)𝑑𝑡

𝜏

0
 

∫ (𝑠1(𝑡) − 𝑠2(𝑡))2𝑑𝑡 =
𝜏

0

𝐸1 + 𝐸2 − 2 ∫ 𝑠1(𝑡)𝑠2(𝑡)𝑑𝑡
𝜏

0

 

The correlation coefficient is a measure of similarity between two signals 𝑠1(𝑡) and 

𝑠2(𝑡), and is defined as 

𝝆 =
𝟏

√𝑬𝟏√𝑬𝟐
∫ 𝒔𝟏(𝒕)𝒔𝟐(𝒕)𝒅𝒕

𝝉

𝟎
;   −1 ≤ 𝜌 ≤ 1 

Therefore,  

∫ (𝑠1(𝑡) − 𝑠2(𝑡))2𝑑𝑡 =
𝜏

0

𝐸1 + 𝐸2 − 2𝜌√𝐸1√𝐸2 

Remark: Please note that ∫ (𝑠1(𝑡) − 𝑠2(𝑡))2𝑑𝑡
𝜏

0
 represents the square of the distance 

between the two signals 𝑠1(𝑡) and 𝑠2(𝑡). 

In the next section, we will make frequent use of these results to obtain the probability of 

error for a number of modulation schemes. 
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Example: Antipodal Binary Transmission  

Let us consider a digital binary communication system where bits 1 and 0 are represented 

by the signals 𝑠1(𝑡)  and −𝑠1(𝑡), respectively. 

For this case, 𝐸1 = 𝐸2 = 𝐸 = ∫ (𝑠1(𝑡))2𝑑𝑡
𝜏

0
  

Therefore, the threshold is  𝝀∗ = (𝑬𝟏 − 𝑬𝟐) = 𝟎 

The probability of error is:  

𝑃𝑏
∗ = 𝑄 (√

∫ (𝑠1(𝑡) − 𝑠2(𝑡))2𝑑𝑡
𝜏

0

2𝑁0

) 

𝑃𝑏
∗ = 𝑄 (√

∫ (𝑠1(𝑡) + 𝑠1(𝑡))2𝑑𝑡
𝜏

0

2𝑁0

) 

𝑃𝑏
∗ = 𝑄 (√

4 ∫ (𝑠1(𝑡))2𝑑𝑡
𝜏

0

2𝑁0

) 

𝑷𝒃
∗ = 𝑸 (√

𝟐𝑬𝒃

𝑵𝟎

) 
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Baseband Data Transmission 

Binary data transmission by means of two voltage levels is referred to as baseband 

signaling. Manchester encoding, for example, is used in the Ethernet local area network 

as the signaling scheme. Here, we consider polar non-return to zero baseband 

transmission scheme, in terms of probability of error, optimum receiver structure, power 

spectral density and bandwidth. 

Polar nonreturn to zero (also known as binary pulse amplitude modulation) 

Signal Representation 

The baseband signals representing digits 1 and 0 are:  

𝑠1(𝑡) = 𝐴 , 0 ≤ 𝑡 ≤ 𝜏 

𝑠0(𝑡) = −𝐴 , 0 ≤ 𝑡 ≤ 𝜏 

where, 𝜏 is the symbol duration and 𝑅𝑏 = 1/𝜏 is the data rate in bits/sec. 

 

Generation: 

The input to the modulator is a sequence of binary digits (0’s and 1’s). The modulator 

converts the sequence into a polar nonreturn to zero waveform (also known as binary 

pulse amplitude modulated waveform BPAM). The pulses are transmitted through the 

channel to the receiver. 
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Optimum Receiver 

The optimum receiver is, of course, the matched filter, also implemented as a correlator, 

as shown in this figure. 

 

Probability of Error: 

𝑃𝑏
∗ = 𝑄 (√

∫ (𝑠1(𝑡) − 𝑠2(𝑡))2𝑑𝑡
𝜏

0

2𝑁0

) 

Note that:   𝐸1 = 𝐸2 = ∫ 𝐴2𝑑𝑡
𝜏

0
= 𝐴2𝜏 ⇒ 𝜆∗ = (𝐸1 − 𝐸2) = 0 

Average Energy per bit: 𝐸𝑏 =
1

2
(𝐸1 + 𝐸2) = 𝐴2𝜏 

Optimal BER: 

𝑃𝑏
∗ = 𝑄 (√

2𝐴2𝜏

𝑁0

) = 𝑄 (√
2𝐸𝑏

𝑁0

) 

General Result on the Power Spectral Density of a digital M-ary baseband signal 

The time-domain representation of a digital M-ary baseband signal is 
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 𝑣(𝑡) is a unit-baseband signal, and symbols in different time slots are assumed 

independent. Under these assumptions, the power spectral density of 𝑠(𝑡) is given by 

 

Power Spectral Density of the polar non-return to zero baseband signal 

The general result stated above for the M-ary baseand signal can be specialized to the 

polar nonreturn to zero transmission as follows 

 The signal amplitude assumes two equally likely values. i.e., 𝑃{𝑍𝑛 = ±1} = 1/2   

 The basic unit pulse is  𝑣(𝑡) = {
𝐴, 0 ≤ 𝑡 ≤ 𝜏
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  

 The Fourier transform of the basic unit pulse is  𝑉(𝑓) = 𝐴𝜏𝑠𝑖𝑛𝑐(𝑓𝜏)  

 The mean and variance of Z are: 𝜇𝑍 = 0 , 𝜎𝑍
2 = 1 

Remark: Recall that for a discrete random variable Z, the mean and variance are defined 

as 

𝐸(𝑍) = ∑ 𝑧𝑖𝑃(𝑍 = 𝑧𝑖)

𝑎𝑙𝑙 𝑧𝑖  

 

𝑉𝑎𝑟(𝑍) = 𝜎𝑍
2 = ∑ (𝑧𝑖 − 𝐸(𝑍))2𝑃(𝑍 = 𝑧𝑖)

𝑎𝑙𝑙 𝑧𝑖  

 

Therefore, the power spectral density of the polar non-return to zero signal is 
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Bandwidth 

The bandwidth can be obtained from the power spectral density. 

 

The 90% power bandwidth = 
1

𝜏
= 𝑅𝑏   (data rate) 

The 95% power bandwidth = 
2

𝜏
= 2𝑅𝑏   (twice the data rate) 
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Binary Digital Bandpass Modulation 

Here, the baseband data modulates a high frequency carrier to produce a modulated 

signal, whose spectrum is centered on the carrier frequency. We will consider four types 

of bandpass transmission schemes; Amplitude Shift Keying (ASK), Phase Shift Keying 

(PSK), Frequency Shift Keying (FSK), and Quadri-phase Shift Keying (QPSK). For each 

type, we consider the generation, optimum receiver, probability of error, power spectral 

density, and bandwidth. 

Binary Amplitude Shift Keying (BASK) 

Signal Representation 

Send: 𝑠1(𝑡) = 𝐴𝑐𝑜𝑠(2𝜋𝑓𝑐𝑡), if the information bit is “1” ⇒ 𝐸1 =
𝐴2𝜏

2
 

Send: 𝑠2(𝑡) = 0, if the information bit is “0”;    ⇒ 𝐸2 = 0 

The average energy per bit      𝐸𝑏 =
1

2
(𝐸1 + 𝐸2) =

𝐴2𝜏

4
 

 

Generation: 

The ASK signal is generated by multiplying the unipolar nonreturn to zero waveform 

(also known as binary On-Off Keying signal) with the sinusoidal high frequency carrier. 

𝒔𝑩𝑨𝑺𝑲(𝒕) = 𝒔𝑩𝑶𝑶𝑲(𝒕)𝒄𝒐𝒔(𝟐𝝅𝒇𝒄𝒕) 
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Optimum Receiver: 

 

Probability of Error 

Optimal BER: 
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𝑃𝑏
∗ = 𝑄 (√

𝐴2𝜏

4𝑁0

) = 𝑄 (√
𝐸𝑏

𝑁0

) 

Power Spectral Density of Binary ASK 

First, we find the statistics of the amplitude variable Z: 

 𝑃(𝑍 = 1) = 𝑃(𝑍 = 0) = 1/2 

 𝐸(𝑍) = 𝜇𝑍 = 1/2 

 𝑉𝑎𝑟(𝑍) = 𝜎𝑍
2 = 1/4 

Then, we find the power spectral density of the baseband binary unipolar non-return to 

zero signal (On-Off Keying) 

𝐺𝐵𝑂𝑂𝐾 =
1

𝜏
𝑉(𝑓)2{𝜎𝑍

2 +
𝜇𝑍

2

𝜏
∑ 𝛿(𝑓 −

𝑚

𝜏

∞

𝑚=−∞

)} 

 

𝐺𝐵𝑂𝑂𝐾 =
1

4
𝐴2𝜏(𝑠𝑖𝑛𝑐𝑓𝜏)2 +

1

4
𝐴2{𝛿(𝑓 − 𝑟𝑏) + 𝛿(𝑓 + 𝑟𝑏)} 

Note that the rest of the terms in the summation on the RHS become zeros since  

(𝑠𝑖𝑛𝑐𝑓𝜏)2𝛿(𝑓 − 𝑚𝑟𝑏) = (𝑠𝑖𝑛𝑐
𝑚

𝜏
𝜏)2𝛿(𝑓 − 𝑚𝑟𝑏) = 0 

Finally, the power spectral density of the binary ASK is: 
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The 90% power bandwidth = 
2

𝜏
= 2𝑅𝑏   (twice the data rate) 

The 95% power bandwidth = 
4

𝜏
= 4𝑅𝑏   (four-times the data rate) 

Final Remarks 

 Advantage:   Simplicity 

 Disadvantage:   ASK is very susceptible to noise interference – noise usually (only) 

affects the amplitude. Therefore ASK is the modulation technique most affected by 

noise 

 Application:   ASK is used to transmit digital data over optical fiber 
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Non-Coherent Demodulation for ASK 

In this demodulation technique, there is no need for the carrier frequency 

at the receiver. The basic elements of the receiver are a bandpass filter 

with center frequency at the carrier, an envelope detector, and a 

threshold comparator. The receiver is simple, however it is not optimal 

in terms of the probability of error. 

The details are shown in the following block diagram 
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Binary Phase Shift Keying (BPSK) 

Signal Representation:  

Send: 𝑠1(𝑡) = 𝐴𝑐𝑜𝑠(2𝜋𝑓𝑐𝑡)    if the information bit is “1”; 

Send: 𝑠2(𝑡) = 𝐴𝑐𝑜𝑠(2𝜋𝑓𝑐𝑡 + 𝜋) 

𝑠2(𝑡) = −𝐴𝑐𝑜𝑠(2𝜋𝑓𝑐𝑡)    if the information bit is “0”; 

 

Generating a Binary PSK waveform 

The PSK signal is generated by multiplying the polar nonreturn to zero waveform by the 

sinusoidal carrier. 

𝒔𝑩𝑷𝑺𝑲(𝒕) = 𝒔𝑩𝑷𝑨𝑴(𝒕)𝒄𝒐𝒔(𝟐𝝅𝒇𝒄𝒕) 
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The Optimum Receiver 

 

The optimal receiver is also called “coherent receiver” because it must be capable of 

internally producing a reference signal which is in exact phase and frequency 

synchronization with the carrier signal𝐴𝑐𝑜𝑠(2𝜋𝑓𝑐𝑡). 

Probability of Error 

Energy of 𝑠𝑖(𝑡) : 𝐸1 = 𝐸2 =
1

2
𝐴2𝜏 

Average Energy per bit: 𝐸𝑏 =
1

2
(𝐸1 + 𝐸2) =

1

2
𝐴2𝜏 

Optimal BER: 
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𝑃𝑏
∗ = 𝑄 (√

𝐴2𝜏

𝑁0

) = 𝑄 (√
2𝐸𝑏

𝑁0

) 

Power Spectral Density 

 

 

Bandwidth 

The 90% power bandwidth = 
2

𝜏
= 2𝑅𝑏   (twice the data rate); same as that of BASK 

signal 

Final Remarks 

 Advantage: PSK is less susceptible to errors than ASK, while it requires/occupies 

the same bandwidth as ASK 

 more efficient use of bandwidth (higher data-rate) are possible, compared to FSK 

 

 Disadvantage:   more complex signal detection / recovery process, than in ASK and 

FSK 
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Binary Frequency Shift Keying (BFSK) 

In binary FSK, the frequency of the carrier signal is varied to represent the binary digits 1 

and 0 by two distinct frequencies. The amplitude and frequency remain constant during 

each bit interval. 

Signal Representation (coherent FSK) 

Send:   𝑠1(𝑡) = 𝐴𝑐𝑜𝑠(2𝜋(𝑓𝑐 + ∆𝑓))𝑡)   if the information bit is “1”; 

Send:  𝑠2(𝑡) = 𝐴𝑐𝑜𝑠(2𝜋(𝑓𝑐 − ∆𝑓))𝑡)  if the information bit is “0”; 

∆𝑓 is an offset frequency (from the unmodulated carrier 𝑓𝑐) chosen so that 𝑠1(𝑡) and 

𝑠2(𝑡) are orthogonal, i.e.,  

∫ 𝒔𝟏(𝒕)𝒔𝟐(𝒕)𝒅𝒕 = 𝟎
𝝉

𝟎

 

𝑠𝑖𝑛(2𝜋(2𝑓𝑐)𝜏

2𝑓𝑐

+
𝑠𝑖𝑛(2𝜋(2∆𝑓)𝜏

2∆𝑓
= 0 

This condition is satisfied when  

2𝑓𝑐 =
𝑛

2𝜏
=

𝑛𝑅𝑏

2
, 𝑛 = 1, 2, …. 

2∆𝑓 =
𝑚𝑅𝑏

2
, 𝑚 = 1, 2, …. 

The minimum frequency separation  𝟐∆𝒇 = 𝑹𝒃/𝟐. 
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Generating an FSK waveform 

Method 1: Using the Voltage Controlled Oscillator (Single Oscillator Method) 

 

ADD THEORY 

Method 2: Two-Oscillator Method 
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Unipolar Non-Return to Zero Signal 

The Binary FSK waveform may be generated as the sum of two binary ASK signals. Let 

𝑚(𝑡) be the binary unipolar non-return to zero corresponding to the message bits. Then,  

𝑚(𝑡) = 1 − 𝑚(𝑡) is the complement to 𝑚(𝑡). Therefore, when  𝑚(𝑡) = 1 , 𝑚(𝑡) = 0 . 

The FSK signal is a result of modulating 𝑚(𝑡) on the carrier frequencies 𝐴𝑐𝑜𝑠(2𝜋(𝑓𝑐 +

∆𝑓))𝑡 and 𝑚(𝑡)  on  𝐴𝑐𝑜𝑠(2𝜋(𝑓𝑐 − ∆𝑓))𝑡. 

𝒔𝑩𝑭𝑺𝑲(𝒕) = 𝑨𝑺𝑲 𝒐𝒇 𝒎(𝒕) 𝒐𝒏 𝒇𝒊𝒓𝒔𝒕 𝒄𝒂𝒓𝒓𝒊𝒆𝒓 𝒇𝒓𝒆𝒒𝒖𝒆𝒏𝒄𝒚

+ 𝑨𝑺𝑲 𝒐𝒇 (𝟏 − 𝒎(𝒕)) 𝒐𝒏 𝒔𝒆𝒄𝒐𝒏𝒅 𝒄𝒂𝒓𝒓𝒊𝒆𝒓 𝒇𝒓𝒆𝒒𝒖𝒆𝒏𝒄𝒚 

𝒔𝑩𝑭𝑺𝑲(𝒕) = 𝒎(𝒕)𝑨𝒄𝒐𝒔(𝟐𝝅(𝒇𝒄 + ∆𝒇))𝒕 + (𝟏 − 𝒎(𝒕))𝑨𝒄𝒐𝒔(𝟐𝝅(𝒇𝒄 − ∆𝒇))𝒕 
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Optimum Receiver 

The optimum coherent receiver consists of two correlators. The operation of the receiver 

makes use of the orthogonality condition imposed on the signals 𝑠1(𝑡) and 𝑠2(𝑡). In the 

absence of noise, if 𝑠1(𝑡) is received, then the ouput of the upper correlator will have a 

value greater than zero, while the output of the lower correlator is zero. The converse is 

true when 𝑠2(𝑡) is received. In the presence of noise, the system decides 1 when 𝑧(𝜏) >

0. That is, when the output of the upper correlator is greater than the output of the lower 

one. Otherwise, it decides 0. 

 

FSK Coherent Receiver 

Probability of Error 

Energy of 𝑠𝑖(𝑡) : 𝐸1 = 𝐸2 =
1

2
𝐴2𝜏 

Average Energy per bit: 𝐸𝑏 =
1

2
(𝐸1 + 𝐸2) =

1

2
𝐴2𝜏 

When the signals are orthogonal, i.e., when ∫ 𝑠1(𝑡)𝑠2(𝑡)𝑑𝑡 = 0
𝜏

0
, the probability of error 

is given by 

𝑃𝑏
∗ = 𝑄 (√

𝐴2𝜏

2𝑁0

) = 𝑄 (√
𝐸𝑏

𝑁0

) 

Power Spectral Density 
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Since the FSK signal is the superposition of two ASK signals on two orthogonal 

frequencies, the spectrum is also the superposition of that of the ASK signals. We recall 

that the spectrum of the ASK signal is as shown below 

 

As such, the spectrum of the FSK is as shown below 

 

 

The required channel bandwidth for 90% in-band power 

 

𝑩. 𝑾 = (𝒇𝟏 − 𝒇𝟐) + 𝟐𝑹𝒃 =
𝑹𝒃

𝟐
+ 𝟐𝑹𝒃 

Final Remarks 

 Advantage:   FSK is less susceptible to errors than ASK – receiver looks for specific 

frequency changes over a number of intervals, so voltage (noise) spikes can be 

ignored. The FSK signal maintains a constant amplitude. 

 Disadvantage:   FSK spectrum is 2 x ASK spectrum (larger bandwidth) 

 Application:   over voice lines, in high-freq. radio transmission, etc. 

Exercise: Consider the following form of BFSK, in which 𝜃1 ≠ 𝜃2 
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Send:   𝑠1(𝑡) = 𝐴𝑐𝑜𝑠(2𝜋(𝑓𝑐 + ∆𝑓))𝑡 + 𝜃1)  if the information bit is “1”; 

Send:  𝑠2(𝑡) = 𝐴𝑐𝑜𝑠(2𝜋(𝑓𝑐 − ∆𝑓))𝑡 + 𝜃2) if the information bit is “0”; 

Show that the frequency separation that ensures orthogonality is 

2∆𝑓 = 𝑚𝑅𝑏 , 𝑚 = 1, 2, …. 

 

Non-Coherent Demodulation of Binary FSK 
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Quadri-phase Shift Keying (QPSK) 

The carrier is transmitted with four possible different carrier phases, allowing each 

transmitted signal to represent two binary digits.  

Signal Representation 

 

The Modulator: 

A QPSK signal can be decomposed into a sum of two PSK signals; an in-phase 

component and a quadrature component. The serial to parallel converter splits the 

incoming data sequence into two sequences that consist of the odd (𝐴𝑘) and even bits 

(𝐵𝑘) of the main sequence. The odd bit stream sequence modulates the in-phase carrier, 

while the even bit stream sequence modulates the quadrature carrier. 

 

The composite signal 𝑠𝑄𝑃𝑆𝐾(𝑡) is sent through the channel, where 

𝒔𝑸𝑷𝑺𝑲(𝒕) = 𝑨𝒌𝒄𝒐𝒔(𝟐𝝅𝒇𝒄𝒕) + 𝑩𝒌𝒔𝒊𝒏(𝟐𝝅𝒇𝒄𝒕) 

𝒔𝑸𝑷𝑺𝑲(𝒕) = 𝑩𝒊𝒏𝒂𝒓𝒚 𝑷𝑺𝑲 𝒐𝒏 𝒄𝒐𝒔(𝟐𝝅𝒇𝒄𝒕) + 𝑩𝒊𝒏𝒂𝒓𝒚 𝑷𝑺𝑲 𝒐𝒏 𝒔𝒊𝒏(𝟐𝝅𝒇𝒄𝒕) 

Both of the two BPSK signals occupy the same bandwidth. 
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Optimum Receiver 
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𝑧1(𝜏) = ∫[𝑠𝑄𝑃𝑆𝐾(𝑡)

𝜏

0

+ 𝑛(𝑡)]𝑐𝑜𝑠(2𝜋𝑓𝑐𝑡)𝑑𝑡 

𝑧1(𝜏) = ∫[𝐴𝑘𝑐𝑜𝑠(2𝜋𝑓𝑐𝑡) + 𝐵𝑘𝑠𝑖𝑛(2𝜋𝑓𝑐𝑡)

𝜏

0

+ 𝑛(𝑡)]𝑐𝑜𝑠(2𝜋𝑓𝑐𝑡)𝑑𝑡 

𝑧2(𝜏) = ∫[𝐴𝑘𝑐𝑜𝑠(2𝜋𝑓𝑐𝑡) + 𝐵𝑘𝑠𝑖𝑛(2𝜋𝑓𝑐𝑡)

𝜏

0

+ 𝑛(𝑡)]𝑠𝑖𝑛(2𝜋𝑓𝑐𝑡)𝑑𝑡 

 𝒛𝟏(𝝉) =
𝐴𝑘

2
𝜏 + 𝑁1 = 

𝑨𝒅𝑰

𝟐√𝟐
𝝉 + 𝑵𝟏  signal component proportional to 𝑑𝑖 

 𝒛𝟐(𝝉) =
𝐵𝑘

2
𝜏 + 𝑁2; = 

𝑨𝒅𝑸

𝟐√𝟐
𝝉 + 𝑵𝟐  signal component proportional to 𝑑𝑞 

The odd and even bits can be recovered using the decision rules 

 𝑑𝐼 = {
1, 𝑧1(𝜏) ≥ 0

−1, 𝑧1(𝜏) < 0
⟹ 𝑏2𝑖−1 = {

1, 𝑑𝐼 = 1
0, 𝑑𝐼 = −1

;  Odd sequence 

 𝑑𝑄 = {
1, 𝑧2(𝜏) ≥ 0

−1, 𝑧2(𝜏) < 0
⟹ 𝑏2𝑖 = {

1, 𝑑𝑄 = 1

0, 𝑑𝑄 = −1
;   Even sequence 

Remark: Note that 𝜏, in the formulation above, is the symbol duration, which amounts to 

two serial data bits. Here, 𝑹𝒔 =
𝟏

𝝉
=

𝑹𝒃

𝟐
. 

Probability of Error 

The bit error probability is twice the symbol error probability, and is given as (will also 

be derived in the next chapter when we consider M-ary PSK). 

𝑃𝑏
∗ = 𝑄 (√

2𝐸𝑏

𝑁0

) = 𝑄 (√
𝐸𝑠

𝑁0

) 

This is the same as that for binary PSK, provided that both message bits have the same 

energy. The advantage of QPSK is that it is more bandwidth efficient than BPSK (can 

transmit twice the data rate) 

Tec
Sticky Note
Symbol

Tec
Sticky Note
Bit
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Power Spectral Density 

The power spectral density has the same shape as that for BPSK (the QPSK is the sum of 

two BPSK signals one modulated on 𝑐𝑜𝑠(2𝜋𝑓𝑐𝑡)  and the other on 𝑠𝑖𝑛(2𝜋𝑓𝑐𝑡). 

 

Bandwidth 

The symbol duration for each BPSK modulator is 𝜏 and the symbol rate 𝑹𝒔 =
𝟏

𝝉
=

𝑹𝒃

𝟐
. 

Bandwidth of QPSK = 
𝟐

𝝉
= 𝑹𝒃 

Therefore, for QPSK, we can transmit twice the data that we can transmitted using 

BPSK. In other words, if a channel bandwidth 𝑊 is available, then with BPSK, we can 

transmit 𝑊/2 bits/sec, while for QPSK, we can transmit 𝑊 bits/sec. 

Spectral Efficiency: Define the spectral efficiency of a digital modulation system as 

𝛾 =
𝐷𝑎𝑡𝑎 𝑅𝑎𝑡𝑒 (𝑏𝑖𝑡|𝑠𝑒𝑐)

𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝐶ℎ𝑎𝑛𝑛𝑒𝑙 𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ 
=

𝑅𝑏

𝐵𝑇

 

The following table summarizes the spectral efficiency for the bandpass modulation 

schemes considered in this section. 
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Final Remarks 

 Advantage:   higher data rate than in PSK (2 bits per bit interval), while 

bandwidth occupancy remains the same 

 4-PSK can easily be extended to 8-PSK, i.e. n-PSK  

 However, higher rate PSK schemes are limited by the ability of equipment to 

distinguish small differences in phase 
 

 


